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Abstract : The object detection task entails locating and identifying certain objects on a picture and classifies them. It is the capacity of 

software systems to identify objects in an image or a video. Various technologies use object detection such as detection of faces and 

vehicles, security systems, driverless cars etc. Real-time processing is designed using an object detection system technology called 

YOLO(You Only Look Once). It has several advantages when compared to that of other object detection methods. Various algorithms 

like Convolutional Neural Network and Fast Convolutional Neural Network, do not look at the image completely, but Yolo does. In this 

dissertation, it is proposed that the model predicts the objects by drawing bounding boxes around them using convolution networks and 

detects the objects faster compared to other algorithms.  
IndexTerms – YOLO, Image, Video, Real-Time. 

 
 

I. INTRODUCTION 
 

Until a few years ago, the development of user interfaces for software and hardware image processing systems accounted for the 

bulk of programmers employed by each company. Since the debut of the Windows operating system, a lot has changed, and the 

bulk of developers now focus on finding fixes for image processing problems. The ability to solve common problems, such as 

recognition of faces, numbering of vehicles, reading of traffic signs, telemetry, and medical image interpretation has nonetheless 

made substantial strides. Each of these age-old issues was finally resolved after much trial and error involving numerous teams of 

engineers and scientists[1].  
The job of automating the creation of software tools to tackle intellectual difficulties has been strongly envisioned and solved 

due to the high cost of contemporary technological solutions. To enable the study and identification of previously unidentified 

objects in images as well as the effective development of applications by regular developers, the field of image processing requires 

a specific set of tools. For instance, Windows Toolbox enables the creation of interfaces to address numerous real-world 

issues[6][13].  
Object Detection is a branch of computer science. Image processing and computer vision covers two well-researched subfields 

of object detection such as face detection and pedestrian detection. Many computer vision applications, including image retrieval 
and video monitoring, can benefit from object detection.  

Computer vision is an interdisciplinary field of study that examines how effectively computers can comprehend digital images 
or movies. The field of technology known as computer vision uses its hypothesis and models to create computer vision systems. 

Computer vision includes the subfields of reconstruction of scene, detection of events, tracking of videos, object recognition, 
learning, indexing, motion estimation, image serving, 3D scene modeling, and picture restoration[2].  

The "you only look once" (or "YOLO") algorithm is well known for its great accuracy when used in real-time. It outputs 
recognised items along with bounding boxes after non-max suppression. When it comes to bounding box localization and 
classification, YOLO uses a single CNN network. You Only Get One Look: Real-time, unified object detection.  

There are many object detection techniques, however the Yolo methodology has a number of advantages over other object 
detection strategies. Other algorithms, including Convolutional Neural Network and Fast Convolutional Neural Network, do not 
look at the image completely but YOLO recognizes the image faster than other algorithms because it predicts the bounding boxes 

using convolutional networks with higher accuracy[7][8]. 
 
II. DESIGN AND IMPLEMENTATION 

 
2.1 YOLOv5 Architecture 

The YOLO v5 architecture consists of 3 parts namely: 1. Backbone 2. Neck 3. Head.  
The below figure 1 shows the architecture of YOLOv5. 
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Figure 1: YOLO v5 Architecture  
 

 
Neck: For the creation the signature pyramids this part of the model is used. With regard to object proportions, feature pyramids 

aid in the successful generalisation of models. The definition of the same thing in many scales and sizes is helpful. Pyramids of 

features are a great tool for making models operate effectively with fresh data[3].  
Head: It is incharge of detecting things in final stage. It constructs final output vectors using anchor boxes containing class 

probabilities, objective points, and bounding boxes[12].  
Cross Stage partial Network: It is a backbone that increases the learning capacity of CNN.With the help of the Cross Stage 

Partial Network (CSPNet), the complexity of network optimization can be significantly decreased while preserving accuracy by 

attributing the issue to redundant gradient information.  
Convolutional Layer: The foundation of a CNN is a convolutional layer. It features several filters (or kernels), the parameters of 

which must be learned during training. In most cases, the size of the filters is smaller than the original image. After each filter 

convolves with the picture, an activation map is produced. The dot product between each filter element and the input is calculated at 

each spatial point as the filter is moved over the image's height and width for convolution. [4][9].  
Spatial Pyramid Pooling: It is a pooling layer. Constraints that are fixed sized are removed in the network. The fully-connected 

layers receive the fixed-length outputs produced by the SPP layer, which pools the features (or other classifiers). 

 

2.2 Dataset  
For training purposes, the COCO Dataset is used. The COCO dataset consists of three subsets: range, segmentation, and 

subtitle. The object segment is where the analysis of image borders and the items contained inside them begins. When tagging an 

image, boundary boxes are employed. Underlying correlation architecture between the image and the things it contains is 

represented after in-context recognition. Following this, the same colour or grayscale is combined. Here is a section of the super 

pixels where they can be used to minimize entry items for calculations as well as to help emphasize significant locations[5]. The 

COCO dataset consists of 5 parts those are:  
1. Info: It consists of general information about the dataset. 

2. Licenses: It consists of license information. 

3. Images: It consists of list of images present.  
4. Annotations: It consists of various annotations that are present in the images. These annotations also includes bounding boxes 
around the picture.  
5. Categories: It consists of various categories. This can be used for labeling purpose. 

 

2.3 Implementation 
This model detects the object faster compared to that of other algorithms and this can be achieved by following steps: 

1. Giving the image/video as the input. 

2. Utilizing convolutional networks and the class probabilities for these boxes to predict the bounding boxes. 
3. Detecting the objects. 
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Figure 2: Implementation flow chart  
The model or the administrator is shown with sample photos from the dataset in figure 2 above. If the tested dataset is accurate, 

the dataset is tested later and compared as weights. Data is divided into frames using input from a camera, video, or image, and 
then each frame is delivered to the Yolo detection algorithm with a user-selected model [5].  
A custom model for detection can be made or a predefined model, such as the COCO dataset, can be used. Once an object has 

been located, the detection process is delineated by boxes and labels before being delivered to the output, where all of the 
identified frames are gathered and then compressed into the output size[10][11]. 

 

III. RESULTS AND ANALYSIS 

 

3.1 Results  
The system starts by opening the camera to capture a video or feed the recorded video or image as input to the system of object 

detection. The imported data is then processed in frame for detection. Yolov5 uses dataset to detect the objects that are present in 

the input data during detection process. Once the objects are detected they are classified and represented using bounding boxes 

and labels around the objects and then it is converted into the output. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: Detection of objects in an image  
In the above figure 3, the models recognizes a person, a TV, 2 books, a cup and a mouse with an accuracy of 81%, 86%, 60%, 
50%,46% and 55%. 
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Figure 4: Detection of objects in a video  
In the above figure 4, the model recognizes 6 chairs, a dining table, a person and a potted plant with 70%, 44%, 60%, 55%, 25%, 
29%, 76%, 33% and 34%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Webcam-based real-time object detection  
In the above Figure 5, the model recognizes the real-time objects in the webcam and displays the output on the screen. It 

recognizes a person and some books with an accuracy of 88% and 60%. It also recognizes a cell phone, a person and some 
books with an accuracy of 88%, 45% and 60%.  
3.2 Analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Graph plotted based on the Analysis of different Images 
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In the above Figure 6, a graph is plotted based on analysis of different images. The model recognizes images of cats, bicycles, 
pizza, birds, clock, mugs, teddy bear, horses with 100% accuracy. It detects images of cats with dogs with 88% accuracy. It also 
detects images of bottles and person with 90% accuracy. 

 

IV. CONCLUSION  
The YOLO technique is suggested in this research with the goal of object detection using a single neural network. This method 

is general and performs better than other approaches when used to natural photos in different disciplines. The algorithm may be 

trained on an entire image and is straightforward to build. Limits are anticipated by YOLO by using the complete image. It also 

forecasts a decrease in background false positives. Comparing this approach to existing classification algorithms, it is 

noticeably more effective and quicker to use in real time. Similar to the first Industrial Revolution, object detection 

technology’s promise to relieve people from mundane tasks that machines can perform more effectively and efficiently is 

currently being tested. Additionally, it will open up fresh directions for investigation and work that will result in future gains. 
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